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Tropospheric clouds play a major role in climate regulation but, so far, only a few long-term ground-based observations, devoted to the study of the cloud optical and radiative properties, have been carried out. In this work the statistics of 1 year of coastal Antarctic cloud lidar measurements (532 nm) are shown. Cloud macrophysical and optical parameters have been retrieved from lidar returns; radiosonde data allowed us to build statistics of such quantities in terms of cloud temperature. Information about the physical phase of water and ice crystal habit has been obtained from the depolarization and extinction/backscattering ratio; a change in crystal habit (and/or size) around -30°C is evidenced by the depolarization versus temperature behavior. The extinction/backscattering ratio shows a negative trend with temperature, reflecting microphysical changes. Visible extinction shows wide data dispersion, but with a marked negative trend with temperature. The relative derivatives of extinction and optical depth with temperature have been computed, such quantities result quite constant with temperature.

1. INTRODUCTION

The difficulty in the realistic modelling of the Earth’s climate is intrinsically related to the complexity of the studied system. The interactions connecting the "simple" components of atmosphere, ocean, crust and biosphere are little known, even from a qualitative point of view. For this reason, improvement of global circulation models (GCMs) needs a large amount of statistically valid empirical data to be used as a basic input. As a primary rough output, the sensitivity of GCMs to particular phenomena is assessed in order to address further research on the most important links of the chain. Clouds are one such topic, as their effect on the Earth’s radiation budget is one of the main uncertainties of GCM outputs [Cess et al., 1990; Slingo, 1990]. Actual cloud effect on radiation budget, as observed by satellite, shows strong seasonal and regional variations [Stephens and Greenwald, 1991] contributing to a mean surface cooling of about 18°C when compared to a cloudless Earth. Changes in microphysical or macrophysical cloud properties could modify this balance. GCMs predict a vertical and latitudinal change in water vapor distribution as a result of greenhouse gas increase [Mitchell et al., 1989] (as confirmed by satellite data [Rind et al., 1991]). Such models predict a change in cloud frequency, height and composition following greenhouse forcing.

Ground-based lidars working on a routine basis could give useful information for GCM cloud parameterization. A network of such instruments can follow possible changes of macrophysical properties of clouds, giving helpful information about their microphysics. Comparison between lidar and satellite cloud data can largely improve cloud algorithms for satellite data processing. In this spirit, part of the data set presented in this work has been collected in the frame of the Experimental Cloud Lidar

Pilot Study (ECLIPS) [1988]. Data refer to the Antarctica, a region insufficiently researched in tropospheric studies.

A depolarization backscattering lidar was operated in 1989 and 1990 at the base of Dumont d’Urville (DDU), located on an island a few kilometres off the coast of Antarctica (66° S, 140° E). Cloud data were collected, on a routine basis, 24 h/d. The laser was operated with a 1 pulse/min repetition rate and 10-min averaged profiles were acquired. During the ECLIPS campaigns the laser was operated with a 6-pulse/min repetition rate, while signatures averaged over 1 min were acquired.

Daily balloon soundings and three hourly ground-based meteorological observations are available. Continuous video recording of clouds, LW, and SW radiometric data (wideband - wide-angle PIR and PSP radiometers) and meteorological maps are also available.

2. METHOD FOR INVERTING LIDAR DATA WITH RESPECT TO THE OPTICAL PARAMETERS.

The main characteristics of the lidar system [Sacco et al., 1989] are as follows: A frequency doubled Nd: YAG laser is used as a transmitter. The pulse energy is about 400 mJ at 532 nm with a 10 pps maximum repetition rate and the divergence is about 0.5 mrad (full angle). The receiver is a 0.5-m diameter telescope with a 0.6-mrad (full angle) field of view. A narrowband filter (0.15 nm) and two crossed polarization detection channels are used. The acquisition system (LeCroy) is based on two 8-bit, 32-MHz waveform recorders.

To reduce the global amount of processed data, the optical, geometrical, and meteorological information has been retrieved from lidar profiles averaged over a 30-min standard period. All clear sky profiles have been rejected. A total of 2770 archived data was obtained. Each archived data is represented by a point in a hyperspace whose coordinates are 80 quantities of possible interest computed for each cloud data.

Cloud base, cloud top, midcloud, and the depolarization peak heights are deduced directly from lidar profiles. For all such levels and for each cloud point the temperature,
temperature lapse rate, pressure, relative humidity, and wind velocity have been computed from the daily meteionde profiles. Temperature data were obtained as a weighted average of the two closest soundings and have been associated with lidar data only when the nearest sounding occurred within 12 hours around the lidar acquisition time; the horizontal advection (°C/h) has been computed in the layer edged by cloud base and top. Wind data and advection were used only if the closest sounding occurred within 6 hours.

Lidar Equation

We recall that the lidar equation, neglecting the absorption, yields

$$P(z) = E_0 \frac{\tau c}{2} K_L A \frac{B(z)}{z^2} \exp[-2 \alpha \int_{0}^{z} \sigma(z') \, dz]$$

where $P(z)$ is the received power from the range $z$, $E_0$ is the transmitted pulse energy, $c$ is the light's speed, $\alpha$ is a multiple-scattering factor (averaged through the cloud), $A$ is the receiver effective area, and $K_L$ is a calibration constant; $B(z) = B_R(z) + B_A(z)$ and $\sigma(z) = \sigma_R(z) + \sigma_A(z)$ are the volume backscattering and extinction coefficients. The subscripts R and A indicate the molecular (Rayleigh) and aerosol contribution. Absorption is negligible at 532-nm wavelength. Other definitions used in this work are as follows:

Lidar optical depth $\delta$ between cloud base and top

$$\delta = \alpha \int \sigma(z) \, dz$$

Scattering ratio $R(z)$

$$R(z) = \frac{B_A(z) + B_R(z)}{B_R(z)}$$

Mean lidar extinction/backscattering ratio $k$

$$k = \alpha k'$$

with $0.5 < \alpha < 1$ and

$$k' = \frac{\int \sigma_A(z) \, dz}{\int B_A(z) \, dz}$$

where $k' = k$ in single scattering; the integration limits are cloud base and top heights.

Two different definitions of depolarization have been used.

$$Dep_1(z) = \frac{B_S(z)}{B_P(z)}$$

$$Dep_2(z) = \frac{B_{A_S}(z)}{B_{A_P}(z)}$$

Dep1 is computed as the ratio of the "p" and "s" lidar signals, including the molecular contribution, whereas Dep2 computing has been performed taking away the molecular profile from both "p" and "s" lidar returns. The meaning of "p" and "s" is, respectively, parallel and perpendicular with respect to the transmitted beam polarization plane. The conversion between the two depolarizations is given by

$$Dep_2 = \frac{a}{1 - a}$$

where

$$a = Dep_1 \frac{[1 + (R - 1)(D_R + 1)] - D_R}{(D_R + 1)(Dep_1 + 1)(R - 1)}$$

The depolarization induced by molecular scattering $D_R$ is given by

$$D_R = \frac{B_m}{B_{m_P}}$$

Molecular Density Profiles

Lidar data processing requires reliable molecular density profiles of the atmosphere. For this purpose the daily PTU radiosonde data have been used. Monthly averaged profiles have been produced to evaluate the magnitude of natural fluctuations. Such mean profiles have been also used for lidar data processing when soundings were not available. A polynomial exponential function has been used to fit the density profiles obtained from PTU data

$$d(z) = \exp(c_1 + c_2 z + c_3 z^2 + c_4 z^2 + c_5 z^4)$$

In Figure 1 a fitting of a monthly mean density profile is shown. The coefficients of the polynomial exponent are reported in table 1 for each month in 1989, together with the standard estimation errors. These coefficients are valid between 1 and 15 km.

Lidar Data Inversion

Several inversion methods have been tested [Klett, 1981, 1985, Fernald, 1984], including a simple iterative

Fig. 1. Monthly averaged air density profile obtained from soundings. One standard deviation bars of natural fluctuations and fitting function described in text (dotted) are shown.
Tab. 1. Polynomial Coefficients of the Air Density Fitting Function

<table>
<thead>
<tr>
<th>Month</th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
<th>C₄</th>
<th>C₅</th>
<th>See</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>0.255</td>
<td>-1.29E-4</td>
<td>8.57E-9</td>
<td>-1.21E-12</td>
<td>4.21E-17</td>
<td>6E-3</td>
</tr>
<tr>
<td>February</td>
<td>0.261</td>
<td>-1.41E-4</td>
<td>1.03E-8</td>
<td>-1.21E-12</td>
<td>3.80E-17</td>
<td>4E-3</td>
</tr>
<tr>
<td>March</td>
<td>0.251</td>
<td>-1.35E-4</td>
<td>4.10E-8</td>
<td>-3.83E-12</td>
<td>2.32E-17</td>
<td>5E-3</td>
</tr>
<tr>
<td>April</td>
<td>0.275</td>
<td>-1.25E-4</td>
<td>5.28E-8</td>
<td>-8.25E-12</td>
<td>2.93E-17</td>
<td>6E-3</td>
</tr>
<tr>
<td>May</td>
<td>0.258</td>
<td>-1.35E-4</td>
<td>8.68E-8</td>
<td>-1.20E-12</td>
<td>4.12E-17</td>
<td>7E-3</td>
</tr>
<tr>
<td>June</td>
<td>0.342</td>
<td>-1.73E-4</td>
<td>1.57E-8</td>
<td>-1.70E-12</td>
<td>5.29E-17</td>
<td>2E-3</td>
</tr>
<tr>
<td>July</td>
<td>0.354</td>
<td>-1.43E-4</td>
<td>9.12E-8</td>
<td>-1.11E-12</td>
<td>3.55E-17</td>
<td>3E-3</td>
</tr>
<tr>
<td>August</td>
<td>0.362</td>
<td>-1.37E-4</td>
<td>1.78E-8</td>
<td>-1.68E-12</td>
<td>4.86E-17</td>
<td>5E-3</td>
</tr>
<tr>
<td>September</td>
<td>0.339</td>
<td>-1.47E-4</td>
<td>9.09E-8</td>
<td>-9.08E-12</td>
<td>2.35E-17</td>
<td>3E-3</td>
</tr>
<tr>
<td>October</td>
<td>0.315</td>
<td>-1.58E-4</td>
<td>1.14E-8</td>
<td>-1.08E-12</td>
<td>2.75E-17</td>
<td>3E-3</td>
</tr>
<tr>
<td>November</td>
<td>0.288</td>
<td>-1.28E-4</td>
<td>7.01E-8</td>
<td>-1.01E-12</td>
<td>3.36E-17</td>
<td>1E-3</td>
</tr>
<tr>
<td>December</td>
<td>0.311</td>
<td>-1.71E-4</td>
<td>1.63E-8</td>
<td>-1.72E-12</td>
<td>3.28E-17</td>
<td>4E-3</td>
</tr>
</tbody>
</table>

Read -1.29E-4 as -1.29x10⁻⁴. See text, equation (8) for the monthly means of 1989 soundings. Fitting is between 1 and 15 km. Standard estimation error (See) is reported.

A numerical solution developed by Istituto Ricerca Onde Elettromagnetiche (IROE) group [Morandi, 1992]. A simulation program was written to evaluate the errors arising from the inversion of our lidar data and to compare the results obtained by using the different procedures. Tests show that the error magnitude does not depend on the method used for DDU data processing. This is also true in spite of substantial differences between methods, such as different laws that account for the dependence between extinction and backscattering. The program used for cloud lidar profile processing [Morandi, 1992] is based on a modified backward Klett [1981] routine. The following fundamental steps of the inversion procedure are given:

1.) The cloud base, top, and peak heights are automatically computed from the derivative of the raw signal. Sometimes the automatic method failed and the computed values were corrected by the operator.

2.) The meteosonde data file closest to the lidar acquisition is automatically searched. The average of the density fitting function (equation (8)) is computed.

3.) The depolarization profile is computed on the basis of the raw "p" and "s" signals.

4.) Both the squared range and the depolarization ratio corrections of the "p" component of the signal are performed.

5.) The lidar return is converted into a backscattering profile by fitting the signal to the molecular density model. The fitting region is chosen below the cloud base in a range where the signal is almost aerosol-free atmosphere.

6.) In the Klett's [1981] solution the law that accounts for the dependence between extinction $\alpha(z)$ and backscattering $\beta(z)$ is assumed the following form:

$$\beta(z) = K_1 \alpha(z)^{K_2}$$  \hspace{1cm} (9)

$\beta(z)$ and $\alpha(z)$ include both aerosol and molecular scattering, so that $K_2$ is not equal to 1 (as expected for homogeneous aerosol layers or air separately). Further causes of variability in $K_2$ are found in multiple scattering and in the change of aerosol size distribution within the cloud. The extinction profile $\alpha(z)$ is computed by means of a backward integration of the lidar equation, starting from a reference range $z_m$ and considering a multiple scattering factor $\alpha = 1$ (single scattering). Two different approaches have been used in our analysis.

Optically thin cloud (full lidar penetration). The Klett's [1981] method involving only a bound ($\alpha(z_m)$) is not capable of giving a value for $K_2$. If $K_2$ is unknown but assumed constant within the cloud, a second bound below cloud base is necessary. In this study we impose a scattering ratio $R = 1$ at the cloud base, while the molecular extinction $\alpha(z_m)$ is used as a reference value $\alpha(z_m)$. The inversion routine is iterated varying the value of $K_2$ until a good fitting is obtained between the molecular atmosphere profile and the extinction-corrected lidar return, both above and below the cloud.

Optically thick clouds (full lidar extinction). For such cases a scattering ratio $R = 1$ is assumed at the cloud base. The $K_2 = 1$ is used, while $\alpha(z_m)$ is computed as suggested by Klett [1981].

7.) As a final step the lidar return is corrected for the extinction, and the integrated backscattering, optical depth, $k$ parameter, and scattering ratio profile are computed.

Errors due to the inversion. The data set presented in this work has been processed by the same operator in order to reject, with homogeneous criteria, all the data files that are considered too noisy and those showing signs of ambiguous behavior. The primary causes of error in DDU data inversion resulted in the atmospheric density profile approximation and in the arbitrary assumption of $R = 1$ at cloud base and top.

The ratio between the scattering ratio imposed value ($R = 1$) and the actual one yields a scaling of the backscattering profile and errors in the extinction computation, while differences in the values of $R$ at the cloud base and top heights introduce errors in the retrieved optical depth. Clear sky lidar profiles have been used to estimate the magnitude of the fluctuation of $R$ with the height within a cloud-free atmosphere. Tests show a good overlapping between lidar-measured and radiosonde-computed molecular profiles with deviations of the order of a few percent. Fluctuation in the scattering ratio of the order of 10% between the cloud base and the top seems to be a reasonable limit value for most of the cases. As a consequence an error of the order of 0.05 should be expected in the retrieved optical depth. The relative error magnitude is a function of the optical depth; the optical depth of subvisual cloud is the most uncertain, with relative errors of 100% and more.

In optically thick clouds, multiple scattering is a further, difficult-to-assess, source of error. Tests concerning the impact of multiple scattering on extinction and $k$ ratio in DDU cloud are shown in sections 5 and 6. In our work a multiple scattering factor $\alpha = 1$ has been used, taking into account the narrow field of view of the telescope. Due to this assumption, in water clouds with optical depth $> \approx 2$, the retrieved values of the extinction, optical depth, and $k$ are underestimated by about 20–30%.

Errors on depolarization profiles. Computing the depolarization ratio requires a calibration of the system; a relative error of about 5% is introduced by calibration and by the receiving optics. Considering processing errors, an estimation of the overall relative accuracy of about 20% seems to be reasonable when neglecting the multiple scattering effect. Multiple scattering affects the depolarization of optically thick clouds, causing an almost linear increase of the depolarization with cloud penetration. The value of such depolarization may reach the order of 10–20% at the top of thicker DDU low clouds. This means that the peak depolarization of such clouds is overestimated. High clouds generally show very uniform depolarization profiles, suggesting that the multiple scattering effect is negligible.

Errors on the optical parameters due to lidar data averaging. In this study each cloud represents a 30-min average. This way, because of cloud variability,
additional errors in the optical parameters are induced. Tests have been performed by processing 60-min-averaged signatures of cloud profiles that showed a strong temporal variability. Results have been compared with those obtained as the average of the values retrieved from 5-min partial averages. Maximum relative differences are +4% for $k$, $\pm 15\%$ for the integrated backscattering, $-13\%$ for the mean backscattering, $+10\%$ for optical depth, and $-15\%$ for the mean extinction.

An underestimation of averaged extinction and backscattering of about $10 \pm 20\%$ is expected. The expected relative error on the depolarization peak values is less than $-10\%$.

3. DISCUSSION OF GENERAL METEOROLOGICAL DATA FROM DUMONT D'URVILLE (DDU), 1989.

Meteorological data have been mainly processed together with the corresponding lidar measurements, but a study of the meteorological features of 1989 in DDU has been performed to support cloud data interpretation. Yearly plots of several meteoparameters and monthly averages of radiononde profiles have been produced.

An inversion layer at 1000-3000 m was present most of the months. This explains the frequent occurrence of stratified low clouds, as shown in Figure 2, where the cloud top temperature lapse rate is plotted. Most clouds at about $-20^\circ$C midcloud temperature (about 2000-m height) showed a subsadiabatic lapse rate at their top. The warm layer creating the inversion is explained with the subduction of polar air in the lower-tropospheric xenospheric high-pressure centre [Schwerdtfeger, 1984]. The 1989 tropopause was 8000-9000 m high, rising up to 10,000 m during the winter. Figure 2 shows that many cirrus clouds reached the tropopause height. During the winter the tropopause often disappeared, and above 13 km the temperature fell down to $-75^\circ$C (July-September). Higher temperatures in the lower stratosphere and higher troposphere came back at the end of September when DDU was definitively outside the polar stratospheric vortex.

The relative humidity with respect to water was always high (50-75%) up to 5000-6000 meters (at such heights temperature falls below $-40^\circ$C and the type of sondes used gives unreliable data). Winds coming from northern quadrants (from the sea) bring a higher relative humidity than from southern quadrants, typically 50-60% against 40-60%.

According to the zonal circulation of tropospheric polar air, prevailing winds in DDU are westerlies above 3000 m. At lower altitudes, winds are dominated by polar easterlies due to the anticyclonic circulation centred in East Antarctica and the offshore presence of a belt of low-pressure centers [Carleton, 1981]. In the first 1000-m layers, the Ekman rotation of wind direction, breeze, and catabatic wind frictional forcing gives resultant winds with a component from the south and a mean direction of 150° near the ground.

Horizontal advection, computed from daily wind profiles, allows us to identify the different incoming air masses. Negative advection indicates cold continental air, while the arrival of marine air is characterized by positive advection values. Possible differences can be searched for in the optical properties of clouds of the same type but formed under different conditions in air containing different cloud condensation nuclei and water concentrations. As a preliminary result no correlations have been noticed between the optical properties of DDU clouds and the advection sign above 2-3 km (where the hypothesis of geostrophic wind made in advection definition is satisfied).

4. STATISTIC OF CLOUD GEOMETRICAL CHARACTERISTICS

Only during brief time periods could strong snowdrift or snowfall inhibit lidar data acquisition. Few pauses were needed for system maintenance. The following statistics of 1989 clouds is therefore almost complete.

Lidar data are not reliable for clouds with a base lower than 500 m because of the lidar overlap function; cloud top and midcloud have been represented only when reliable and have not been reported for clouds only partially penetrated by the laser. In the presence of multiple layers separated by clean air, a cloud data point has been produced for each layer. Midcloud is obtained from the backscattering profile by using equation (9).

Figures 3, 4, and 5 show the distributions of several geometrical parameters. It is evident that low and midlevel clouds dominated the 1989 lidar data. Two peaks in the
distribution of cloud top and midcloud heights are present (Figures 4 and 5). As expected, most low-level clouds are trapped by the low-level inversion layer, while most cirrus clouds have their top just below the tropopause. Variations in the histogram shape are expected in the future if greenhouse forcing is really effective on cloud distribution.

The geometrical width of the cloud layers (Figure 6) is as interesting as base or top heights. At \text{-20°C} midcloud temperature a cluster of points shows layered clouds with a thickness of a few hundred meters. At the same temperature, other clouds form with widths of up to 2000 m (mostly clouds showing evidence of precipitation trails).

Around \text{-40°C} midcloud temperature, clouds show maximum widths of 6000-7000 m (mean values around 3000 m). Higher clouds are thinner because their vertical extent is limited by the tropopause. A similar behavior with temperature has been obtained for midlatitude cirrus by Platt [1987] (with a maximum mean width of 3000-4000 m for winter midlatitude cirrus) and by J. Winkler (personal communication, 1992).

To establish the usefulness of midcloud temperature as an abscissa to plot high cloud quantities, an investigation was made to assess the temperature differences between the base and top heights of DDU clouds. In Figure 7 such a difference is plotted versus midcloud temperature. Several high clouds show differences up to \text{30° ± 50°C} so that in such cases, midcloud temperature is a rather ambiguous quantity. It is to be noted that most of these geometrically thick cold clouds show a constant optical depolarization through the whole profile, indicating no dramatic changes in the microphysical structure when cloud temperature is lower than \text{-40°C}.

From an overview of other lidar high-cloud measurements [Dowling and Radke, 1990] it appears that geometrically thicker high clouds have been detected in DDU. This difference could arise from real physical differences and/or from different definitions of cloud base. It should be stressed that cloud base is not evident in many precipitating clouds observed in DDU. The definition we used for cloud base includes lidar-evident precipitation trails.

Cloud base, top and midcloud heights are not fully satisfactory to specify the vertical shape of the cloud for...
radiative transfer computing. A geometrically thick cloud could be mostly composed of precipitation trails, while the major radiative layer could be much thinner and displaced far from midcloud. To partially overcome such difficulties, for each 30-min-averaged cloud signal the first three moments of the vertical distributions of \( \beta_a(z) = \beta_{pa}(z) + \beta_{sa}(z) \) and Dep1 have been computed. Distribution moments are defined by

\[
M_1 = \frac{\int \beta_{pa}(z) z \, dz}{\int \beta_{pa}(z) \, dz}
\]

and for \( n > 1 \)

\[
M_n = \frac{\int \beta_{pa}(z) (z - M_1)^n \, dz}{\int \beta_{pa}(z) \, dz}
\]

(integration limits are cloud base and top)

The first moment \( (M_1) \) of \( \beta_a(z) \) is defined as midcloud. The second moment \( (M_2) \) is related to cloud thickness, being the square of the standard deviation of the Gaussian fit of the backscattering profile. The third moment \( (M_3) \) is related to the asymmetry of \( \beta_a(z) \) with respect to the midcloud height. The asymmetry coefficient of a distribution is defined as \( M_3/(M_2^{3/2}) \). It is zero for clouds symmetrical around midcloud (e.g., Gaussian profile), positive for clouds whose \( \beta_a(z) \) profile is sharper at the base than at the top, while it is negative for clouds with sharp tops (e.g., Ac clouds with virga). In Figure 8 the asymmetry coefficient of DDU clouds is plotted as a function of midcloud temperature. Most values are close to zero (almost symmetrical profile) with a mean around \( +0.5 \). Large negative values are more common for temperatures higher than \(-30^\circ C\), in agreement with those observed by Platt [1987] for cirrus. In Figure 8, many points with strong negative asymmetry, above \(-40^\circ C\), are due to midlevel clouds precipitating ice.

5. THE 532-NM EXTINCTION AND BACKSCATTERING STATISTIC

The variations in cloud mean optical properties as a consequence of changes in temperature and humidity is a stimulating topic for all climate modelers. So far, the cloud models used in GMCS are still too primitive; several attempts, both theoretical and experimental, have been made to improve the parameterization of cloud sensitivity to climate changes.

A contribution of the present paper to this topic is the temperature trend of visible extinction. The values of mean extinction obtained for each 30-min average of DDU clouds are shown in Figure 9.

Clouds with optical thicknesses larger than 3 have not been represented because of the unreliability of the extinction, backscattering, and \( k \) parameter computed values. Stratocumulus cloud optical depth is generally bigger than 5, therefore most DDU low clouds are not represented in these plots. Anyway, useful information emerges for midlevel and high clouds.

A positive general trend of extinction with temperature is evident as already observed by Platt and Harshvardhan [1988] and computed by Heymsfield and Platt [1984] for high clouds.

Absolute extinction values for high DDU clouds are about 1 order of magnitude lower than those simulated by Wright et al. [1975], lower by 50% with respect to Heymsfield and Platt [1984], but in good agreement with simulations of Takano and Liou [1989], even if many optically thinner clouds are present in DDU data.

Extinction data points of DDU high clouds (midcloud temperature below \(-30^\circ C\), corresponding to about \( z > 4000 \) m) are plotted in Figure 10. A least squares fitting has been performed by using the formula

\[
\sigma(T) = \exp[0.029 \, T - 7.4535]
\]

with \( T \) in \(^\circ C\).

A comparison between DDU high-cloud extinction data with the cirrus extinction, measured by Platt and Harshvardhan [1988] at 11 \( \mu \)m and scaled to the visible

Fig. 9. Averaged extinction in Dumont D'Urville, 1989; data showing extinction below \( 1 \times 2 \)E-5, affected by big processing errors, are not reliable. A fitting function \( \sigma = \exp[-5.04 + 0.1098 \, T + 0.0006 \, T^2] \) is reported; having shown not clouds with optical depth > 3, such function is valid only up to about \(-20^\circ C\).
Fig. 10. Same plot as Figure 16 but limited to clouds colder than -30° (z > 4000 m, high clouds). A fitting function of Dumont D'Urville data is reported (see text) with continuous line. A visible extinction curve (dotted) derived from midlatitude cirrus infrared data [Platt, 1988] is also shown.

Fig. 11. Optical depth, Dumont D'Urville, 1989; values below 5E-2 are affected by a relative error >100%.

Fig. 12. Optical depth as in Figure 11 but limited to high-clouds only.

It is interesting to note that even if extinction in high clouds may be 2 magnitudes smaller than in lower clouds, the difference in optical depth values is smaller as a result of the greater geometrical width of high clouds.

Figure 12 shows optical depth for high clouds (z > 4000 m, corresponding to about -30°C); a fitting function

$$\delta = \exp [0.0284 T + 0.211]$$  \hspace{1cm} (14)

is represented. Optical depth magnitudes for high clouds are in the same range as observed by other lidar groups [Norari, 1990].

Two parameters of interest for climatic models are the extinction sensitivity factor

$$f_\sigma(T) = (1/\sigma)(d\sigma/dT)$$  \hspace{1cm} (15)

and the optical depth sensitivity factor

$$f_\delta(T) = (1/\delta)(d\delta/dT)$$  \hspace{1cm} (16)

Such parameters describe the trend of relative changes in \(\sigma\) and \(\delta\) with temperature increase [Platt and Harshvardhan, 1988].

Figure 13 shows a comparison of visible extinction sensitivity factors as obtained from the fitting functions (12) and (13) for DDU and Platt's data [1987]. Differences are substantial. DDU data show a constant sensitivity \(f_\sigma(T) = 0.029 °C^{-1}\), converging to that of Platt and Harshvardhan [1988] at higher temperatures. The optical depth sensitivity factor derived from DDU data is again a constant

$$f_\delta(T) = 0.0284 °C^{-1}.$$

Figures 14, 15, and 16 show, respectively, the averaged, integrated backscattering coefficients and R-1 (excluding clouds with optical depth bigger than 3).

6. THE 532-NM OPTICAL DEPTH/INTEGRATED BACKSCATTERING PARAMETER (k)

The single-scattering extinction/backscattering ratio \(k'\) (equation (3)) is a number-density independent quantity; \(k'\)
Fig. 13. Extinction sensitivity factor (see text, equation (14)) obtained from Dumont D'Urville data (dotted) and by Platt [1988] on midlatitude cirrus clouds. Y units are kg/cm.

Fig. 15. Integrated backscattering, Dumont D'Urville, 1989.

Dubinsky et al. [1985]: $k'_{544nm} = 20 \pm 23$ (experimental with 2 to 6-μm mean radius droplets).

Ice clouds and mixed phase clouds generally show higher values of $k'$ as result of the presence of big nonspherical particles with a typical forward scattering diagram. The relationship between the $k'$ and the crystal habit or size is ambiguous. A short review of the values obtained for $k'$ here reported: Sassen and Lou [1979]: $k'_{632nm} = 120$ (small plates and columns) in cloud chamber; Sassen [1978], $k'_{632nm} = 30$ (complex crystals), $k'_{694nm} = 48$ (spatial crystals), and $k'_{694nm} = 300$ (small "simple" crystals); Platt [1973], $k'_{694nm} = 38 \pm 66$ in cirrus cloud measurements (lidar plus radiometer); Platt [1988] (same method), $k'_{694nm} = 40 \pm 80$ with temperature, seasonal and latitudinal variations; Platt et al. [1989] (same method), $k'_{694nm} = 31 \pm 89$; and Notari et al. [1990] $k'_{552nm} = 39 \pm 80$ in cirrus clouds. Simulations of Takano reported by Sassen et al. [1989] give $k' = 38$ for thin plates, $k' = 116$ for thick plates, and $k' = 26$ for long columns. Several observations of cirrus clouds showing very low $k'$ (close to that of water clouds) have been carried out by Platt [1988] with 694-nm lidar plus radiometer. Such unexpected results have been associated with the presence of horizontally oriented plates.

Fig. 14. Averaged backscattering coefficient in Dumont D'Urville, 1989. Points below $1 \times 3E-7$ are not reliable.

Fig. 16. Peak R-1; Dumont D'Urville clouds with optical depth $\delta > 3$ are not shown.
The values of \( k \) obtained for all processed DDU clouds by equation (3) are shown in Figure 17, together with a linear least squares fit. Water clouds generate a cluster in the plot and show a mean \( k \) around 15, smaller than values typically obtained by the other authors. This is mainly due to multiple scattering, as shown in Figure 18, where \( k \) values are plotted versus optical depth for water clouds (\( T > -30 \) and peak depol2 < 25%) for which an almost constant \( k' (k' = 18) \) is expected from single scattering. The negative trend of \( k \) corresponds to a decrease of \( \alpha \) from 1 (single scattering) to \( \alpha = 0.83 \) for \( \delta = 2.5 \). This means a multiple-scattering induced error of about \(-10\%\) on extinction and optical depth in thick water clouds, and an approximate relationship for multiple scattering factor \( \alpha = 1 - \delta/10 \).

A similar estimation is not possible for ice clouds, being \( k \) theoretically unknown, but plots of \( k \) obtained by selecting thin high clouds only (\( \delta < 0.5 \)) show the same trend as Figure 17, suggesting a negligible multiple-scattering error in such clouds. The values of \( k \) for mixed phase clouds are close to those obtained for water clouds. In fact, the correction for the extinction of a lidar backscattering profile is sensitive to the part of the mix phase cloud showing greater backscattering, generally the water part which therefore has a predominant weight in the \( k \) estimation. As a consequence, mix phase clouds cannot be distinguished from water clouds on the basis of the \( k \) value only, an analysis of the depolarization profile being necessary.

The points with temperatures lower than -40°C (Figure 17) showing small \( k \) values could derive from horizontally oriented plate crystals (see depolarization paragraph).

The trend of \( k \) with temperature for DDU high clouds is in agreement with Platt [1987]. Figure 19a shows \( K = 4\pi/k \) for homogeneity with Platt's [1987] data, plotted in Figure 19b, where \( K = (2\alpha)p \) is proportional to \( K \) by the multiple scattering factors \( \alpha \) (for DDU) and \( \alpha_p \) (for Platt). In both graphs a change in \( K \) between -30°C and -40°C is clear. Such behavior could be due to a

![Fig. 17. Extinction/Backscattering ratio \( k \) for Dumont D'Urville clouds; the fitting \( A \) is obtained with all the clouds, while fitting \( B \) is obtained with all clouds dense enough to give completely meaningful \( k \) values.](image)

![Fig. 18. Extinction/Backscattering ratio \( k \) of clouds warmer than -30°C and with peak depolarization smaller than 20%. The majority of such clouds are composed of liquid water with known \( k' \).](image)

![Fig. 19a. Isotropic backscattering/extinction ratio \( K = 4\pi/k \) from Dumont D'Urville 1989 data (from lidar data only).](image)

![Fig. 19b. Temperature trend of \( K \alpha/(2\alpha_p) \) from Platt [1987] as obtained by means of lidar + radiometer. Such quantity is proportional to the isotropic backscattering/extinction \( K \) (see Figure 19a) by a factor \( \alpha/2\alpha_p \), dependent on the multiple scattering factors of the two lidars.](image)
change in crystal habit and/or size distribution with temperature.

7. THE 532-NM DEPOLARIZATION DATA

The depolarization of linearly polarized laser light by means of aerosol particles is a helpful parameter in the investigation of the physical phase of water in clouds [Sassen, 1991a].

It is generally accepted that neglecting the multiple-scattering contribution, water droplets show low depolarization values (less than 20%), while ice particles generally show higher values, ranging between about 20 up to 80% [Pai and Carswell, 1973; Derr et al., 1976; Sassen, 1976; Platt, 1977].

Two definitions of the depolarization (Dep1 and Dep2) have been used in DDU cloud analysis. The main difference between Dep1 and Dep2 is that the latter is computed on the basis of cloud backscattering profiles (\(\beta_\text{SA}\) and \(\beta_\text{PA}\), taking away the molecular profile from the lidar returns. A disadvantage is that the accuracy of Dep2 depends on the fitting and on the reliability of the molecular atmosphere model. On the other hand, Dep1 is meaningless for very thin clouds whose backscattering has the same magnitude of the one due to the molecular atmosphere. The depolarization averaged through the whole cloud profile is a meaningful value only for homogeneous clouds, while peak values could be related either to the ice part of mixed phase clouds or to the depolarization peak induced by multiple scattering in water clouds. Both averaged and peak depolarization values are, from this point of view, incomplete data if not given together with \(\beta_\text{SA}\) and depolarization vertical profiles.

The data set presented in this work includes ice, water, and mixed phase clouds. The values of Dep1 and Dep2 are shown in Figures 20, 21, 22, and 23. Due to subtraction of molecular contribution, Dep2 shows more constant peak values than Dep1 in high clouds.

Figure 22 shows that Dep2 is quite constant (15-20%) below -30°C, with a slow linear growth toward lower temperatures. The trend is similar to the one observed by Platt [1987] for tropical cirrus.

DDU high clouds show depolarization values smaller than those normally observed in midlatitude cirrus [Platt, 1987], while similar low values have been observed in cloud chambers [Sassen and Lou, 1979] and in cold cirrus layers (around -60°C) [Sassen et al., 1989].

High clouds showing depolarization lower than 20% are frequently interpreted as anomalous cases due to small subspherical ice particles, supercooled droplets, or horizontally oriented plates. The wide occurrence of such low values in DDU clouds indicates a more general pattern, extending throughout the entire area below -30°C. The presence of large plates (200-300 \(\mu\)m) capable of showing horizontal orientation and low depolarization becomes improbable when increasing the height, as observed by Heymsfield and Platt [1984] and Sassen [1984]. Also, the presence of supercooled droplets becomes highly improbable with temperatures much lower than -40°C.

The relatively low depolarization of DDU high clouds could be explained by the presence of small ice particles. Little is known about the occurrence of nonspherical cirrus particles smaller than a few tens of microns [Dowling and Radke, 1990].

Depolarizations comparable with those observed in DDU high clouds have been obtained theoretically by Asano [1983] for small ice prolated spheroids (<2 \(\mu\)m at 532

![Fig. 20. Dumont D'Urville, 1989. Cloud-averaged depolarization ratio (Dep1) versus midcloud temperature; dispersion of Dep1 toward low values in high clouds is due to the dominating Rayleigh contribution to the parallel backscatter component.](image)

![Fig. 22. Dumont D'Urville, 1989. Peak values of Dep2. For high clouds the dispersion of Dep2 values is smaller than that of Dep1 (Figure 28); this is due to the subtraction of the parallel backscatter contribution.](image)

![Fig. 21. Dumont D'Urville, 1989. Peak values of depolarization (Dep1).](image)
upon water vapor availability and condensation history. Thick hexagonal plates have been observed more rarely in cirrus clouds below -40° C [Heymsfield and Platt, 1984; Sassen, 1991b] and trigonal crystals around -80° C [Heymsfield, 1986].

A change of crystal habit is supposed to occur in our data at about -25° ± 30° C, if we accept that Dep2 values around 20% are mainly connected to columnar ice crystal presence rather than to size distributions dominated by small nonspherical particles.

It is stimulating to verify that such an abrupt change in depolarization is coincident with the apparition of mixed phase clouds above -25° ± 30° C. In Figure 24 the correlation coefficient between Dep1 and backscattering vertical profiles is shown. The coefficient is close to 1 in clouds where backscattering and depolarization profiles have similar shapes (uniform composition) and becomes negative toward -1 when depolarization and backscattering profiles are shifted (separate layers of ice and water or layers with different ice crystal habit). It is evident that most mixed phase clouds occur above -25° ± 30° C.

The correlation coefficient gives no information about the relative position of the ice and water layers. To assess this, in Figure 25 the vertical shift between the first momentum of depolarization and backscattering profiles and the temperature is plotted. Negative shifts down to -1000 m (ice layers under water layers) occur in most clouds warmer than -25° ± 30° C. Such clouds have often been observed by the naked eye as ice precipitating altocumulus. The -25° ± 30° C boundary does not seem to be related either to stable temperature inversions or to humidity changes above DDU.

8. CONCLUSIONS

In this study a statistical overview of 1 year of lidar observations of Antarctic coastal clouds has been performed, taking into account all of the optical and geometrical quantities retrievable from lidar and available balloon soundings.

Lidar data processing involved a modified Klett [1981] inversion method developed at IROE and tested for various error sources. Thirty-minute lidar data averages have been considered as single cloud observations.

Fig. 24. Dumont D'Urville, 1989. Temperature dependency of correlation coefficient between Dep1 and backscattering profiles. Positive values close to 1 indicate clouds with uniform composition, negative values close to -1 highly layered mixed phase clouds.
Fig. 25. Dumont D’Urville, 1989. Temperature dependency of the shift between the medians (M1) of Dep1 and backscattering profiles; negative shift reveals ice-precipitating water clouds.

Statistics of cloud base, top, and midcloud as obtained by means of lidar have been produced. Results show that DDU high clouds are relatively thicker (mean thickness 3000 m) than those observed at midlatitudes. Because of the large vertical extent of such clouds, temperature difference between base and top can be as high as 40°-50°C. A typical uniformity of depolarization in such cold clouds has been noted, suggesting no dramatic changes of crystal habit or size distribution below -40°C.

On the average, high clouds have their top below 8000 m (tropopause topped), but many clouds have been observed above the tropopause during winter months when the tropopause inversion is weak. Most low-level stratified clouds have their top around 2500 m (determined by a stable inversion layer). Low and midlevel clouds dominated 1989 DDU data.

Clouds at temperatures above -30°C often show strong negative asymmetry of the vertical backscattering profile due to the occurrence of precipitation trails (often observed by naked eye in DDU Ac clouds). Precipitation trails have also been detected in some high-level clouds.

Statistics of 1 year’s Antarctic cloud extinction and optical depth based on lidar and radiosondes have been produced as a contribution to cloud modeling. Results show a wide data dispersion with an evident positive trend of averaged extinction (σ) and optical depth (δ) with midcloud temperature in high and midlevel clouds. Such a trend allowed the computation of temperature sensitivity parameters related to the cloud’s σ and δ. Results show a substantial constancy of such parameters with midcloud temperature. The strong temperature trend of extinction is less evident in optical depth because cold optically thinner clouds are geometrically wider.

Midcloud temperature dependency of averaged backscattering, integrated backscattering, and peak scattering ratio have been plotted as a contribution to cloud modeling and for the improvement of lidar simulation programs. Extinction versus backscattering ratio k have been computed by means of lidar data only. A negative trend with midcloud temperature has been assessed, as already observed by other authors, but with k values absolutely smaller; k is relatively linear with midcloud temperature. When 4π/k instead of k is plotted, it shows a behavior similar to that observed by Platt [1987]. The errors induced by multiple scattering on retrieved extinction, optical depth, and k values are smaller than 30% in optically thick (δ > 2) low clouds and become apparently negligible in high clouds.

A depolarization trend with midcloud temperature has been observed, showing a constancy of depolarization below -30°C. In such regions the depolarization is lower than generally observed in midlatitude cirrus clouds, being in the range Dep2 = 15 ± 30% with a slight negative trend with temperature. Below -30°C only a few clouds show Dep2 peak values larger than 30%, suggesting a constancy of crystal habit in such a region. The presence of columnar crystals or small ice particles is suggested. A change of crystal habit (or size) around -25° ± 30°C is evident in our data. Above such temperatures, Dep2 peak data split into two clusters. The first with values lower than 20%, typical of water clouds, and the second, perhaps due to ice crystals of complex shape, around 40-60%.

Scattered points with Dep2 even higher than 100% are supposed to be due to strongly anisotropic media like that produced by oriented plates.

Above -25° ± 30°C, mixed phase clouds have been frequently recognized in DDU data by correlating backscattering and depolarization profiles. Such clouds have been identified as ice-precipitating midlevel clouds. An attempt to correlate horizontal advection as deduced from balloon soundings and various optical quantities has been attempted, finding no significant differences in optical properties of clouds having different air mass origins.
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One Year of Cloud Lidar Data From Dumont d’Urville (Antarctica)
1. General Overview of Geometrical and Optical Properties
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Tropospheric clouds play a major role in climate regulation but, so far, only a few long-term ground-based observations, devoted to the study of the cloud optical and radiative properties, have been carried out. In this work the statistics of 1 year of coastal Antarctic cloud lidar measurements (532 nm) are shown. Cloud macrophysical and optical parameters have been retrieved from lidar returns; radiosonde data allowed us to build statistics of such quantities in terms of cloud temperature. Information about the physical phase of water and ice crystal habit has been obtained from the depolarization and extinction/backscattering ratio; a change in crystal habit (and/or size) around -30 °C is evidenced by the depolarization versus temperature behavior. The extinction/backscattering ratio shows a negative trend with temperature, reflecting microphysical changes. Visible extinction shows wide data dispersion, but with a marked negative trend with temperature. The relative derivatives of extinction and optical depth with temperature have been computed, such quantities result quite constant with temperature.

1. INTRODUCTION

The difficulty in the realistic modelling of the Earth’s climate is intrinsically related to the complexity of the studied system. The interactions connecting the “simple” components of atmosphere, ocean, crust and biosphere are little known, even from a qualitative point of view. For this reason, improvement of global circulation models (GCMs) needs a large amount of statistically valid empirical data to be used as a basic input. As a primary rough output, the sensitivity of GCMs to particular phenomena is assessed in order to address further research on the most important links of the chain. Clouds are one such topic, as their effect on the Earth’s radiation budget is one of the main uncertainties of GCM outputs [Cess et al., 1990; Slingo, 1990]. Actual cloud effect on radiation budget, as observed by satellite, shows strong seasonal and regional variations [Stephens and Greenwald, 1991] contributing to a mean surface cooling of about 18°C when compared to a cloudless Earth. Changes in microphysical or macrophysical cloud properties could modify this balance. GCMs predict a vertical and latitudinal change in water vapor distribution as a result of greenhouse gas increase [Mitchell et al., 1989] (as confirmed by satellite data [Rind et al., 1991]). Such models predict a change in cloud frequency, height and composition following greenhouse forcing.

Ground-based lidars working on a routine basis could give useful information for GCM cloud parameterization. A network of such instruments can follow possible changes of macrophysical properties of clouds, giving helpful information about their microphysics. Comparison between lidar and satellite cloud data can largely improve cloud algorithms for satellite data processing. In this spirit, part of the data set presented in this work has been collected in the frame of the Experimental Cloud Lidar Pilot Study (ECLIPS) [1988]. Data refer to the Antarctica, a region insufficiently researched in tropospheric studies.

A depolarization backscattering lidar was operated in 1989 and 1990 at the base of Dumont d’Urville (DDU), located on an island a few kilometres off the coast of Antarctica (66° S, 140° E). Cloud data were collected, on a routine basis, 24 h/d. The laser was operated with a 1 pulse/min repetition rate and 10-min averaged profiles were acquired. During the ECLIPS campaign the laser was operated with a 6-pulse/min repetition rate, while signatures averaged over 1 min were acquired.

Daily balloon soundings and three hourly ground-based meteorological observations are available. Continuous video recording of clouds, LW, and SW radiometric data (wideband - wide-angle PIR and PSP radiometers) and meteorological maps are also available.

2. METHOD FOR INVERTING LIDAR DATA WITH RESPECT TO THE OPTICAL PARAMETERS.

The main characteristics of the lidar system [Sacco et al., 1989] are as follows: A frequency doubled Nd:YAG laser is used as a transmitter. The pulse energy is about 400 mJ at 532 nm with a 10 ps maximum repetition rate and the divergence is about 0.5 mrad (full angle). The receiver is a 0.5-m diameter telescope with a 0.6-mrad (full angle) field of view. A narrowband filter (0.15 nm) and two crossed polarization detection channels are used. The acquisition system (LeCroy) is based on two 8-bit, 32-MHz waveform recorders.

To reduce the global amount of processed data, the optical, geometrical, and meteorological information has been retrieved from lidar profiles averaged over a 30-min standard period. All clear sky profiles have been rejected. A total of 2770 archived data was obtained. Each archived data is represented by a point in a hyperspace whose coordinates are 80 quantities of possible interest computed for each cloud data.

Cloud base, cloud top, midcloud, and the depolarization peak heights are deduced directly from lidar profiles. For all such levels and for each cloud point the temperature,